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Abstract 
 

As recently spotlighted by the COVID-19 pandemic, shifts towards distributed working 

environments result in dichotomous experiences for software engineers. The advent of a 

pandemic is a factor of its own. However, past research in distributed software engineering 

(DSE) contains observations of the personal, interpersonal, and organizational human factors that 

result in such dichotomies. This paper details the current state of studies regarding DSE and 

resultant impacts on software quality. Areas of software engineering which involve 

sociotechnical human factors are largely understudied. Only fragments of information connect 

studies involving DSE. Nevertheless, existing literature contains patterns into the effects of 

distribution on communication, coordination, and cooperation among software engineers and 

analogous careers. Their experiences intertwine with these factors, along with awareness and 

trust. Empirical studies reveal the use of diverse software quality metrics, leading to a set of 

conclusions comparable among studies. Still, the effects of distribution on software quality are 

unclear. Before bodies of knowledge can contain accepted DSE practices, further collaboration is 

required in research fields involving human factors in software engineering. 

 

 

 

 

Introduction 

 

The advent of the COVID-19 pandemic forced software engineers across the world to shift into 

remote work, and their dichotomous experiences are already making their way into publications 

[23, 49]. This shift’s scale and speed was unlike any before, but literature involving the analysis 

and review of distributed software engineering (DSE) is not as new. The evolution of technology 

has dictated globalization of markets, especially in software engineering. As a result, research 

regarding software engineering in a distributed context has increased. The purpose of this 

literature review is to synthesize concepts provided in recent research and provide an overview 

of the human factors involved in DSE. The process of gathering and exploring literature was 

carried out using the following parameters. 

 

1. Studies published after the year 2000 were considered for review. This choice of the year 

was intended to limit the review’s scope to the most recent of research. Any work in this 

subject area before the year 2000 should be considered of no less importance. Those 

authors are thanked for their work in a field that was mostly barren at that time. 

2. Only studies published in the English language were considered for review; this was not 

intended to limit the scope to research conducted in primarily English-speaking regions. 
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Instead, it was to appease this author’s monolingualism. Literature from globally 

dispersed authors was purposefully pursued. 

3. Systematic reviews and mapping studies were leveraged to find other research but were 

not used as primary sources unless they made unique contributions. 

 

Within these parameters, the following databases and catalogs were utilized: ACM Digital 

Library, arXiv, Gale, Google Scholar, IEEE Xplore, ResearchGate, ScienceDirect, Search@UW, 

SpringerLink, and Wiley Online Library. Searches included various combinations of the 

following keywords: (dislocated, dispersed, distributed, global, nearshore, offshore, offsite, 

virtual, work from home) and (quality, security, software) and (development, engineering, 

organizations, teams) and (effect, failure, impact, improvement) and (aspects, awareness, 

barriers, capabilities, communication, coordination, culture, factors, happiness, human, 

impediments, information sharing, obstacles, sociotechnical) and (case study, empirical, review, 

taxonomy). Zotero was used as a reference-management tool. 

 

 

Distributed Software Engineering 
 

Distributed software engineering (DSE), also referred to as distributed software development 

(DSD), is a term that describes many related organizational structures. Unfortunately, this 

growing field has no unified terminology or taxonomy. Many features described as part of DSE 

or DSD overlap across different papers, but authors rarely define the terms used [53]. The lack of 

standardization leaves research fragmented, and few authors have made a notable effort into 

untangling the web of terminology. Two papers to date, written by Gumm [25] in 2006 and 

Šmite et al. [53] in 2014, contain descriptions that best fit those used by other authors. Through 

literature review and expert surveys, both papers describe DSE as a facet of geographic location 

and relationships involving inter-organizational and intra-organizational structures [25, 53]. 

Furthermore, the latter study is the only one to map an empirically based DSE taxonomy, as 

shown in Figure 1. This taxonomy is useful in classifying the organizational structures described 

in existing studies, and it cannot delineate the descriptions of DSE in all papers. 

 

For example, the taxonomy created by Šmite et al. uses geographic distance as a level of DSE, 

further defining “far” and “near” as describing classes [53]. They make no distinction of global 

distribution. In contrast, other authors define global software engineering/development 

(GSE/GSD) as a distinct subtype of DSE determined by international distribution [25, 47]. Even 

so, these and other authors have used the terms and descriptions of DSE/DSD/GSE/GSD 

interchangeably. For the sake of continuity, this literature review will continue to use the term 

DSE and note that GSE/GSD is an artifact of international geographic distance. Another example 

of disagreement involves the inclusion of culture as a distinct factor. The distribution of software 

engineering has increased cultural diversity within organizations. Many of the papers included in 

this literature review describe challenges in DSE involving cultural differences such as language, 

politics, religion, work ethics, and more. Thus, there are arguments that culture may not only be 

a factor of geographic location but also a distinct dimension of DSE [2, 8, 11, 15, 48]. The paper 

by Šmite et al. states that the impact of culture on DSE is vitally important to consider but does 

not explain the lack of its inclusion as a dimension separate from geographic location [53]. 
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Furthermore, common terms such as dispersed, distributed, remote, and virtual software 

engineering teams are examples of names for low-level organizational structures that are not 

defined in existing taxonomies for DSE. In one paper, a distributed team is defined as a group of 

geographically distributed individuals who work on the same executable for a project [7]. 

Contrarily, that description of a distributed team is more akin to that of a virtual team in a 

different paper, whereby virtual team members work “jointly on the same tasks” and distributed 

team members do not [31]. However, in other papers, the terms are used interchangeably as a 

general description of teams that are project-specific and contain any members who are 

geographically distributed [4, 25, 42, 43, 45, 50]. 

 

These differences in basic terminology highlight the fragmentation of knowledge in the field of 

distributed software engineering. A more widely accepted taxonomy, as stated by Šmite et al., 

“would potentially result in improvement of our understanding of individual strategies” [53]. 

 

 
 

Figure 1: A taxonomy of DSE [53] 

 

 

Trust, Awareness, and the 3C Model 
 

A distributed environment directly impacts conventional software engineering practices at each 

phase of the development lifecycle [37]. These impacts can be described through the lenses of 

communication, coordination, and cooperation [52]. Titled the “Three C’s” or the “3C Model”, 

these three terms are used widely throughout literature involving DSE. However, as is similar to 

general DSE terminology, most papers do not contain definitions or references for the terms. In 

the following paragraphs, the definitions of each term in the 3C Model are adapted from multiple 

authors’ work. One paper explicitly provides definitions in the context of software engineering 

[36]. Another paper describes the model in the context of general collaborative systems, shown 
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in Figure 2 [24]. The last paper provides a diagram of the author’s perceived barriers in DSE, 

shown in Figure 3 [11]. It is worth noting that some authors use the term collaboration in place 

of cooperation. Trust and awareness are two of the most explored themes in human factors 

literature [39]. These interpersonal factors are critically interrelated with the 3C Model [19, 44, 

55]. 

 

 
 

Figure 2: The 3C Model for general collaborative systems [24] 

 

Researchers usually approach trust between humans and machines. However, when designing 

sociotechnical systems, interpersonal trust is a critical factor. Frameworks that model the trust 

formation process allow for a better ability to develop and maintain collaborative systems [39]. 

An article titled “Bridging the Gap Between Awareness and Trust in Globally Distributed 

Software Teams” describes interpersonal trust in DSE as the positive or negative expectations 

people have about each other’s behavior [55]. Attributions, ways people reason on the cause of 

events, form these expectations and make up a person’s perceived trustworthiness. 

 

A fundamental attribution error occurs when a person makes an attribution based on someone’s 

characteristics when they should have instead based it on the event’s circumstances. As noted by 

one expert in Globally Distributed Software Development [10], fundamental attribution errors 

are more common in DSE due to the lack of social presence. Without natural social context, trust 

must be “actively facilitated, fostered and developed” instead of formed through natural 

awareness [11]. The same expert also presented findings from four independent case studies 

involving onshore and offshore distribution. Each case involved severe failures of project 

management that resulted in a “them versus us” culture between remote teams; such failures 

were attributed to a lack of maintenance of awareness.  
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aspects involving each other. In paper [44], the authors define the dimensions of awareness as 

follows. 

 

• Informal awareness involves knowing what group members are doing. 

• Group-structural awareness involves knowing the roles of group members. 

• Social awareness involves knowing the state of attention, interests, and emotions of group 

members. 

• Workspace awareness involves knowing the resources related to coordination. 

 

The authors also describe a fifth dimension, context awareness. The aspects of this dimension 

crosscut the others. If each of the four basic dimensions is a pool of knowledge that is developed 

and maintained, then context awareness is the information about their interrelatedness and state 

over time. In other words, awareness requires context, which is a form of awareness in itself. 

This context allows people to make more accurate attributions of trust [55]. Some of awareness 

development is natural; a person will learn more about their colleagues with time. Other parts 

need to be actively maintained; a project timeline may be required to keep everyone on the same 

page. Unfortunately, developing and maintain awareness is problematic in DSE [16, 33]. 

Processes involving communication, coordination, and cooperation require changes in order to 

establish means of awareness development comparable to traditional SE.  

 

 
 

Figure 3: The 3C Model as used to describe DSE barriers [11] 

 

Communication is the exchange of information via any media between people [24, 36]. It is 

possibly the single most referenced factor related to DSE challenges [7]. Traditional face-to-face 

meetings are far less common, so communication requires some technological medium. One 

notable paper describes the need for adequate communication mechanisms in DSE in terms of 

media richness [4]. Specifically, reducing ambiguity in communication requires rich media such 

as video conferencing. Likewise, another study found that the loss of face-to-face 

communication introduced significant project delays due to inadequate tools available for rich 
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may relate to unbalanced communication in DSE [54]. One paper states that the richness of 

media can never overcome the hindrances on communication caused by distance and cultural 

differences [43]. However, this claim is disputed in recent years. In a direct refutation, one set of 

authors state that “distance does not have as strong of an effect on distributed communication 

delay and task completion as we have seen in past research” [41]. Nevertheless, distribution can 

positively impact communication in some environments, as the freedom to choose the richness of 

media allows for more efficient communication depending on the circumstance [35].  

 

Coordination is the organization of people and tasks [24, 36]. The success of software 

engineering in a distributed environment relies on successful coordination [26]. There can be 

many of individuals or teams that are owners of certain parts of a distributed software project. 

For software parts to eventually compose an entire product, individuals and teams must 

coordinate. They must share schedules, allocate responsibilities, and maintain dependencies of 

tasks onto individuals and teams [19]. Therefore, coordination leverages communication and 

cooperation by engaging people in meetings to create schedules, responsibilities, and tasks [24, 

32, 38]. Geographic and temporal dispersion results in increased complexity and cost of 

coordination [18]. People engaging in DSE may find themselves frequently missing release dates 

due to the complexity of cross-team coordination created by distance [19]. Some researchers 

have observed that organizational support for defined coordination structures should be 

established early in a project’s timeline. Software architects, who begin to work in the earliest 

stages of development, have a significant role in shaping the mechanisms for coordination [26]. 

Likewise, both developers and stakeholders must define involved parties, expectations for 

coordination, scheduling, and other mechanisms early in a project [11, 54]. Thus, coordination 

relies heavily on individual and team awareness. 

 

Cooperation is the process of people working together on tasks in a shared environment, which 

describes actions of collective work [24, 36]. Instances of cooperation are directly supported by 

communication and coordination, thus distribution also negatively impacts the ability for people 

to effectively cooperate [11, 37]. There are plenty of existing tools to leverage in distributed 

cooperation, and some studies have claimed more importance of consistency in choosing tools 

than the specific tools themselves [7, 47, 48, 54]. In practice, cooperation is dependent mainly on 

the engineering approaches used. One such approach, Agile, allows organizations to maintain 

specific human roles, timelines, and meetings for SE teams [14]. Multiple studies have shown 

success in DSE after carefully planned implementations of SE methodologies such as Agile and 

eXtreme Programming, as well as techniques like pair programming [14, 36, 48]. Software 

engineers must be motivated to effectively cooperate with each other in a distributed 

environment, and much of this responsibility lies with management [51]. Teams that consistently 

demonstrate progress towards goals are those that possess a cohesive and honest atmosphere [8]. 

As stated in one engineering management textbook, “coordination boils down to two conditions: 

1) that people and units know what they are to do and 2) when they are to do it” [5]. However, 

software engineers cannot rely solely on their individual cognition, and they must be able to 

consult with others to solve problems and work towards large goals [8]. Cooperation requires 

trust between coworkers and units, no matter where they are located. 
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Impacts of DSE on Software Quality 

 

Software engineering is a sociotechnical activity entrenched in human-centered design. In this 

context, human-centered design is a sustainable approach in SE that addresses ergonomics 

regarding users, developers, and other stakeholders [28]. As a human-centered activity, each 

phase of SE is greatly affected by each parties’ feelings, attitudes, and behaviors [1, 34]. 

As discussed in the preceding section, researchers use the concepts of trust, awareness, and the 

3C Model to describe impacts of distribution on human-centered design. The makeup of DSE 

literature is largely formulative. Researchers provide creative explorations of challenges in DSE 

through the use of interviews, case studies, and interviews. The conclusions that researchers 

provide aim to alleviate sociotechnical concerns introduced by distribution in software 

engineering processes. Even with consideration of the immaturity of the DSE field, researchers 

often state similar lessons and suggestions. An unordered list of synthesized conclusions is as 

follows. 

 

1. A balanced and consistent mix of synchronous and asynchronous communication, with 

the freedom to choose from the newest tools, mitigates many social concerns with 

distributed communication [7, 17, 50]. It may be helpful to explicitly define a 

communication model and train people on it [2, 54]. 

2. Information sharing, or knowledge sharing, is conducive to the process of building 

contextual awareness [26, 47]. Multiple authors describe overcoming the struggles of 

coordination in DSE by utilizing daily meetings explicitly designed around the concept of 

information sharing [19, 33, 35, 37, 54]. There must be extensive and transparent 

documentation of any and all decision-making, especially information that could be 

implicitly shared in a face-to-face setting [35, 50].   

3. Cooperative processes must be explicitly defined during the planning stages for project 

management [38, 47]. Project managers are responsible for ensuring that all objectives 

are understood by personnel [11]. Some authors describe a need for small team size [2, 

30, 54], but not all agree that it is of significant concern [17, 40]. 

4. Managers should organize workshops, informal social meetings, and establish a formal 

trust building process [33, 37, 51, 55]. This also enables further awareness of cultural 

profiles on and between teams of different sites [7, 37, 51]. 

 

These conclusions are not unique to the literature reviewed. This is evident when reviewing The 

Guide to the Software Engineering Body of Knowledge (SWEBOK), a book which is listed as an 

international standard and is a foundation for deciding university accreditation criteria [20, 29]. 

Each of the topics covered in SWEBOK is accompanied by references that are noted to be 

complete, sufficient, consistent, credible, current, and succinct [8]. SWEBOK has two notable 

sections that detail accepted elements of professional practice for software engineers. The 

sections, titled “Group Dynamics and Psychology” and “Communication Skills”, contain 

conclusions that are remarkably similar to those synthesized above [8]. Interestingly, only few of 

these topics contain descriptions of any factors related to distribution. It is possible that the 

synthesized conclusions identified above should be considered areas of extra focus. Researchers 

have largely identified those conclusions, instead of other areas described in SWEBOK, as 

success factors for DSE. Nevertheless, the origin of their conclusions is not usually empirical. 
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There are very few empirical studies that measure the impacts of distribution on software quality; 

of those studies, results can be conflicting. 

 

Measurements of software defects are a common way to investigate the impact of DSE on 

quality. Jabangwe et al. [30] detailed a study of two commercial products developed throughout 

the same company, but each spread between Sweden and Russia. In the Šmite et al. [53] 

taxonomy, this would be considered offshore insourcing. Each of these projects was also 

undergoing a project management shift. The authors state that such shifts are usually linked to a 

decrease in quality. In this study, software quality is evaluated using metrics from source code 

(internal quality) and reported defects (external quality). Source code metrics included size 

measures such as Lines of Code and complexity measures like Average McCabe Cyclomatic 

Complexity. The authors have found these measures to be reasonable indications of quality in the 

past. Defect data came from post-release customer reported issues that were a result of a 

deficiency in source code. Extensive analysis was performed throughout multiple release cycles. 

Defect data was studied using descriptive statistics and visualizations over time. Source code 

measures were analyzed with heat maps and moving-range charts. Jabangwe et al. [30] found no 

observable impact of distribution on quality, attributing a list of success factors. 

 

Bird et al. [7] conducted a similar study in 2009. These authors studied the source code base for 

Windows Vista, which included contributions from 2,757 developers across Asia, Europe, and 

North America. The authors described various geographic location classifications of building, 

cafeteria, campus, locality, continent, and world. Engineers worked in a distributed context in 

each of these categories, each of which introduced different elements of location, geographic 

distance, temporal distance, and cultural barriers. Thus, the entire study cannot be swiftly 

mapped to the Šmite et al. [53] taxonomy. However, the project is solely involved with 

insourcing. The source code for individual executables and libraries was mapped to commit logs 

and a geographic classification. Like the methodology used in Jabangwe et al. [30], external and 

internal code quality metrics were collected. The researchers studied post-release failures, code 

size and complexity, code churn (a measure of rework), test coverage, and dependencies between 

binaries. They found that there was no significant evidence of adverse effects to quality from 

distribution. The paper contains a conclusion of positive sociotechnical practices provided from 

discussions with both management and senior employees. 

 

Cataldo and Nambiar [13] conducted a study of the impacts of distribution on software quality 

using data from an embedded systems company. The data spanned 189 projects that were 

distributed across Europe, India, and Japan. Regarding the Šmite et al. taxonomy, this 

organizational structure resembles insourcing, but further distance elements vary. The authors 

measured software quality as the number of defects reported during integration and system 

testing for each project. Measures of external software quality were not used. An impressive set 

of independent variables were unlike those used in other papers. Two indexes, spatial distance 

and temporal distance, were used to compare two locations, the number of people at each, and 

the number of people in the project total. Also, the authors conceptualized configurational 

dispersion as measures of people-based dispersion and modification-request-based dispersion. 

Finally, control factors related to code size, code churn, and architectural component 

modification were captured. After examining and discussing the results of multiple logistic 

regression models, Cataldo and Nambiar [13] concluded that multiple dimensions of DSE have 
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independent impact on quality. However, they did not conclude that spatial distribution 

negatively impacts software quality on a broad level. 

 

Multiple other studies extend conclusions involving negative impacts on software quality due to 

distribution. Even two authors from an aforementioned study [7], Bird and Nagappan, have 

found contradictory results in different software projects. In evaluating pre and post-release 

defects in the Eclipse and Firefox codebases, these authors found that “all measures of 

geographic and organizational distribution increase failures, but the effects are not consistent 

across releases” [6]. Likewise, Cataldo and Nambiar concluded in a later study that higher levels 

of temporal dispersion in a team negatively affected software quality [12]. The effects of team 

size are also massively contested. 

 

One especially interesting study involves a deeper dive into why these contradictory findings 

may occur. Motivated by a “quest to find empirical evidence of the effect of distance on software 

artifacts,” the authors explore the idea of aggregation bias in a large case study [40]. Aggregation 

bias occurs when evaluating a hypothesis on software artifacts contradicts that on the aggregate 

of those artifacts. Previous empirical evidence of this type of bias is reported in multiple other 

studies [40]. The case study involved data from the IBM Rational Jazz project over fourteen 

months. The project was distributed among sixteen sites in the United States, Canada, and 

Europe. The authors chose to evaluate two software quality constructs, the time for a work item 

resolution and the defect count. Data was collected based on these quality measures for software 

artifacts and their aggregate components. The paper details statistical analyses including 

distribution comparisons, controlled comparisons, and multivariate analysis. Nguyen et al. [40] 

conclude that the effects of distribution can be observed at the artifact level, but not at the 

component level. The authors note that this confirms that aggregation bias may explain the 

contradictory findings, but extensive future work is needed. Unfortunately, this study has 

seemingly gone unnoticed by other researchers. 

 

 

Conclusion 

 

The impacts of distribution on software quality are unclear. At most, the synthesis of current 

literature results in the conclusion that software quality is dependent on the measures used, 

elements of distribution, and the extent of mitigating factors. Even those success factors from 

studies on the effects of distribution on software quality are not remarkably different from 

accepted practices already identified in SWEBOK. Despite the critical role of human factors, 

researchers have only just begun to unravel their impacts in software engineering [9]. 

Longstanding overrepresentation of technical aspects has obstructed the advancement of 

practices in both the classroom and the workplace. In what one author considers to be the only 

comprehensive review of human factors in software engineering [3], Pirzadeh [46] concluded 

that primary study researchers have acutely overlooked human factors in software engineering, 

specifically human factors at the interpersonal level. Even the few studies that have considered 

personal factors of developers reportedly used outdated metrics [21]. 

 

Furthermore, even though academic societies such as IEEE CS and ACM call for university 

curricula that dives deeper into human factors, progress is not apparent [9]. Capretz, an 
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established researcher and educator, states that “[T]his won’t change until we realize that the 

human element is pivotal to software engineering and that it’s worthwhile studying and teaching 

this so-called soft subject. However, few courses in any computer science or software 

engineering curricula even mention it” [9]. Fortunately, the number of papers dealing with 

human factors in SE is on an upward trend in the past twenty years [3]. Likewise, even 

considering the fragmentation of DSE research, Šmite et al. [53] provide a positive outlook for 

future research and practice. There is work to be done, but research is headed in the right 

direction. 
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